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ABSTRACT
Named Entity Recognition (NER) is a fundamental problem in Natu-
ral Language Processing and has received much research attention.
Although the current neural-based NER approaches have achieved
the state-of-the-art performance, they still suffer from one or more
of the following three problems in their architectures: (1) bound-
ary tag sparsity, (2) lacking of global decoding information; and
(3) boundary error propagation. In this paper, we propose a novel
Boundary-aware Bidirectional Neural Networks (Ba-BNN) model to
tackle these problems for neural-based NER. The proposed Ba-BNN
model is constructed based on the structure of pointer networks for
tackling the first problem on boundary tag sparsity. Moreover, we
also use a boundary-aware binary classifier to capture the global de-
coding information as input to the decoders. In the Ba-BNN model,
we propose to use two decoders to process the information in two
different directions (i.e., from left-to-right and right-to-left). The
final hidden states of the left-to-right decoder are obtained by in-
corporating the hidden states of the right-to-left decoder in the
decoding process. In addition, a boundary retraining strategy is
also proposed to help reduce boundary error propagation caused
by the pointer networks in boundary detection and entity classifi-
cation. We have conducted extensive experiments based on three
NER benchmark datasets. The performance results have shown
that the proposed Ba-BNN model has outperformed the current
state-of-the-art models.
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global decoding
information

Boundary error
propagation

Softmax
√ √ ×

CRF
√ √ ×

RNN × √ √

PN × √ √

Table 1: The current state-of-the-art neural NER approaches
and their corresponding problems (

√
indicates the problem

exists).
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1 INTRODUCTION
The task of named entity recognition (NER) is to find and classify the
type of a named entity in text, such as person (PER), location (LOC)
or organization (ORG). It is widely viewed as a fundamental problem
in natural language processing (NLP) and serves many downstream
applications such as entity linking [7], relation extraction [26],
question generation [28] and coreference resolution [2].

NER is typically modeled as a sequence labeling task, where
each word in a sentence is assigned a special label. In recent years,
many neural-based NER approaches were proposed as end-to-end
sequence labeling models. In general, these approaches can be
classified into four categories according to their decoding architec-
tures [15]: Multi-Layer Perceptron (MLP) with Softmax [6, 23, 29],
Conditional Random Fields (CRF) [3, 9, 14], Recurrent Neural Net-
works (RNN) [20], and Pointer Networks (PN) [16, 27]. Although
these approaches are currently the state-of-the-art techniques for
NER, they still suffer from one or more of the following common
problems in NER research: (1) boundary tag sparsity; (2) lacking
of global decoding information; and (3) boundary error propaga-
tion. Table 1 summarizes the problems for each category of the
neural-based NER approaches.

The problem on boundary tag sparsity is due to the semantic na-
ture of natural language, in which entities are rare and non-entities
are common in a sentence. MLP with Softmax and CRF are two
typical approaches that suffer from such problem as they are unable
to tackle it with simple classifiers such as Maximum Entropy [10].
The lack of global decoding information is a common problem
in existing encoder-decoder architectures. This is mainly due to
the individual decoding process (e.g., in Softmax) or the nature
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of unidirectional decoding processing from left-to-right (e.g., in
CRF, RNN and PN). For example, the RNN-based tag decoder can
serve as a language model to condition each output tag based on
the previously generated tag. Unfortunately, information on unex-
ploited context is lacking and not available. Intuitively speaking,
such global information is important as it follows human cognitive
habit in reading and writing.

The problem on boundary error propagation occurswhen pointer
networks-based decoders [16, 27] are deployed for the NER task.
Pointer networks are built on top of encoder-decoder architectures
with the encoder extracting contextual representation for an input
sequence, and the decoder detecting named entities via a pointer
mechanism to find the corresponding boundary positions from
the encoder. Although these pointer networks-based models have
achieved better performance on tackling the problems of bound-
ary tag sparsity and variable size vocabulary (i.e., models need
retraining with respect to different vocabulary sizes) as discussed
in [16], they inevitably accumulate errors in the decoding process.
The pointer networks-based architecture depends heavily on the
accuracy of entity boundary detection. As the input of the current
detection will need the output of the previous detection, it will be
propagated in the NER process if a boundary detection error oc-
curs. As such, the accuracy of entity classification will be adversely
affected. This seems to be the obvious disadvantage of such pointer
networks-based approaches.

In this paper, we propose a novel Boundary-aware Bidirectional
Neural Networks (Ba-BNN) to tackle the three problems encoun-
tered by the current neural-basedNER approaches as follows. Firstly,
the proposed Ba-BNN model is constructed on top of encoder-
decoder architecture and integratedwith the pointermechanism [24]
into a sequence labeling framework to deal with the boundary tag
sparsity problem. Secondly, we propose a boundary-aware bidirec-
tional decoding mechanism to capture the global decoding informa-
tion. In particular, we first use a binary classifier to predict whether
the word in the sentence is a boundary or not with supervised
training. This enables the hidden states of these words carry more
context-aware boundary features during the process of network
optimization. A Self-Attention function is then applied on these
hidden states to obtain global information as input to the decoders.
In addition, we also use two decoders to process the information
in two different directions (i.e., from left-to-right and right-to-left).
The final hidden states of the left-to-right decoder are obtained
by incorporating the hidden states of the right-to-left decoder in
the decoding process. Thirdly, we propose a boundary retaining
strategy to train the boundaries that were wrongly predicted due
to the pointer mechanism. As the input of decoder is now with
boundary-aware global information, the error propagation problem
would be alleviated.

To summarize, the main contributions of this paper are as fol-
lows:

• We classify the current neural-based NER approaches into
four main categories and identify three major problems en-
countered by them. We propose a novel Boundary-aware
Bidirectional Neural Networks (Ba-BNN) which integrates a
suite of techniques including the pointer networks mecha-
nism, boundary-aware bidirectional decoding and boundary

retraining strategy in order to tackle the current NER prob-
lems. These techniques benefit each other from the sharing
of information with multitask training. Thus, our proposed
Ba-BNN model achieves superior performance than the cur-
rent neural-based NER approaches.
• We conduct extensive experiments on three NER benchmark
datasets, namely CoNLL2003, WNUT2017 and JNLPBA. The
experimental results have shown that our Ba-BNNmodel has
achieved the state-of-the-art performance and outperforms
the current neural-based NER models.

The rest of the paper is organized as follows. We review the related
work in Section 2 and present our proposed model in Section 3. The
experimental results are discussed in Section 4. Finally, we conclude
the paper in Section 5.

2 RELATEDWORK
In this section, we review the related work on the current ap-
proaches for named entity recognition. These approaches can be
categorized into Multi-Layer Perceptron (MLP) with Softmax, Con-
ditional Random Fields (CRF), Recurrent Neural Networks (RNN)
and Pointer Networks (PN).

2.1 Multi-Layer Perceptron with Softmax
Applying a Multi-Layer Perceptron (MLP) with Softmax as the label
decoder layer, the sequence labeling task is acting as a multi-class
classification problem. The label for each word is independently
predicted based on the context-dependent representations with-
out taking into consideration of its neighbors. Tomori et al. [23]
used deep neural networks as an encoder to learn the contextual
representations of words, which were concatenated with the state
embeddings and fed into a Softmax layer for predicting the named
entities. Instead of deep neural networks, Transformer was used
by Devlin et al. [6] as an encoder to learn the contextual word
representations, and then Multi-Layer Perceptron with Softmax
was applied as a decoder for labeling the words. Gregoric et al. [29]
employed multiple independent bidirectional LSTM [8] to learn
different features, and then these features are concatenated and fed
into a Softmax layer for named entity prediction.

2.2 Conditional Random Fields
Conditional random fields (CRF) is a random field that is globally
conditioned on the observation sequence [12]. Huang et al. [9] uti-
lized the bidirectional LSTM as an encoder to learn the contextual
representation of words, and then conditional random fields was
used as a decoder to label words as a sequence labeling task. It has
achieved the state-of-the-art results on various datasets. Inspired
by the success of BiLSTM-CRF, the related models with some adap-
tations have been widely used in the field of NER for the past few
years. Specifically, Chiu and Nichols [3] used convolutional neural
network (CNN) to capture spelling features, and the characters and
word characteristics are concatenated as the input of BiLSTM with
CRF network. Additionally, Lample et al. [14] used RNN-BiLSTM-
CRF as an alternative, and Strubell et al. [21] proposed an improved
CNN model called ID-CNNs, which can encode words concurrently
for a large amount of textual data.
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2.3 Recurrent Neural Networks
With recurrent neural networks (RNN) as the decoder layer for
labeling tasks, this network structure serves as a language model to
greedily produce a sequence with the traditional seq2seq structure.
Shen et al. [20] reported that RNN decoders can achieve close to
the state-of-the-art performance and perform better when training
with a large number of entity types. Specifically, at the first step, a
special [GO]-symbol is provided as the first input 𝑦1 to the RNN
decoder. Subsequently, at each time step, the RNNdecoder computes
the current decoder’s hidden state ℎ𝐷𝑒𝑐

𝑖+1 for decoding word 𝑖 + 1
according to the previous tag𝑦𝑖 , the previous decoder’s hidden state
ℎ𝐷𝑒𝑐
𝑖

and the encoder’s hidden state ℎ𝐸𝑛𝑐
𝑖+1 of the current word. The

current generated ℎ𝐷𝑒𝑐
𝑖+1 is decoded via a Softmax function and is

then fed in as an input to the next step. Finally, the labeled sequence
is obtained over all steps.

2.4 Pointer Networks
Pointer networks [24] was proposed to solve combinatorial opti-
mization problems. It uses the attention mechanism as a pointer to
select one of the words in the input sequence as the output. In [27],
Zhai et al. used the pointer networks for the sequence chunking
task. The decoder first detects the possible positions with a pre-
defined maximum chunk length at each time step, and then these
chunks are labeled with a Softmax function. Subsequently, Li et
al. [16] used the pointer networks for named entity boundary de-
tection. At each time step, the starting boundary word in an entity
is trained to point to the corresponding ending boundary word, and
the non-boundary word is trained to point to a specific position.
This method has achieved promising results.

In this paper, our proposed model has also adopted the pointer
networks-based architecture. However, our proposed model has
incorporated some important features to tackle the shortcomings of
the current approaches. Different from the current approaches, our
proposed model has the following features: (1) We explore the bidi-
rectional decoding method and propose a boundary-aware binary
classifier to tackle the problem on the lacking of global decoding
information as discussed in Section 1. (2) A boundary retraining
strategy is proposed to help reduce boundary error propagation
caused by the pointer networks in boundary detection and entity
classification .

3 BOUNDARY-AWARE BIDIRECTIONAL
NEURAL NETWORKS

In this paper, we propose a novel Boundary-aware Bidirectional
Neural Networks called Ba-BNN, which integrates a suite of tech-
niques for tackling the problems that occurred in the current neural-
based NER approaches. Figure 1 shows the architecture of the pro-
posed Ba-BNN model which adopts the pointer networks as the
decoder layer. The proposedmodel is operated as follows. First, each
word in the sentence is mapped into its embedding and the Input En-
coder encodes the embedding into a context-aware representation.
Next, the Entity Boundary Detection deploys bidirectional decoders
(i.e., Left Decoder and Right Decoder) with boundary-aware binary
classifier to detect entity boundaries in two different directions
via the pointer mechanism. Then, the Entity Chunk Generation
generates candidate entity chunks from the bidirectional decoders.

Input Representation 

Input Encoder

Michelle Harper lived in New York

Right 
Decoder

Left 
Decoder

Entity
Chunk

Generation
Entity Chunk
Classification

Loss Loss Loss

Loss

Entity Boundary Detection

Figure 1: The architecture of our proposed Ba-BNN.

Finally, the Entity Chunk Classification classifies each candidate
entity chunk into the corresponding entity type or non-entity with
the boundary retraining strategy. Note that as Entity Boundary
Detection and Entity Chunk Classification share the same encoder,
we apply multitask training when training the proposed Ba-BNN
model.

3.1 Input Encoder
Given an input sentence 𝑆 =< 𝑤1,𝑤2, · · · ,𝑤𝑛 >, each word𝑤𝑖 (1 ≤
𝑖 ≤ 𝑛) is represented as

𝑥𝑖 = [𝑥𝑤𝑖 ;𝑥𝑐𝑖 ;𝑥
𝑢
𝑖 ], (1)

by using a concatenation of a pre-trained word embedding 𝑥𝑤
𝑖
,

a character-level word embedding 𝑥𝑐
𝑖
and a word feature embed-

ding 𝑥𝑢
𝑖
. The pre-trained word embedding 𝑥𝑤

𝑖
is obtained from

Glove [18]. The character-level word embedding 𝑥𝑐
𝑖
is obtained

with a bidirectional LSTM to capture the orthographic and mor-
phological information. It considers each character in the word as
a vector, and then inputs them to a bidirectional LSTM to learn hid-
den states. The final hidden states from the forward and backward
outputs are concatenated as the character-level word information.
For word feature embedding 𝑥𝑢

𝑖
, we consider word 𝑤𝑖 with four

types of characteristics: (1) all capital characters; (2) starting with a
capital character; (3) all lower case characters; and (4) all digit char-
acters. These word feature embedding and character embedding are
randomly initialized and learned during training. After that, the dis-
tributed representations of the word embeddings < 𝑥1, 𝑥2, ..., 𝑥𝑛 >

are fed into an Input Encoder with bidirectional LSTM to compute
the hidden sequences in forward

−→
ℎ =<

−→
ℎ1,
−→
ℎ2, ...,

−→
ℎ𝑛 > and back-

ward
←−
ℎ =<

←−
ℎ1,
←−
ℎ2, ...,

←−
ℎ𝑛 >. Finally, we concatenate

−→
ℎ𝑖 and

←−
ℎ𝑖 as an

output at each word, i.e., ℎ𝑖 = [
−→
ℎ𝑖 ;
←−
ℎ𝑖 ].
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Figure 2: The entity boundary detection process using bidirectional pointer networks with boundary-aware binary classifier.

3.2 Entity Boundary Detection
After obtaining the representation of each word, the next step is
to detect entity boundaries. To achieve this, we have adopted the
pointer mechanism to sequentially detect boundaries [16]. Specifi-
cally, we pad the hidden states of the encoder with a sentinel word
representing inactive. If the current input is not an entity boundary,
the pointer points to the sentinel word inactive. In this research, we
use bidirectional pointer networks for entity boundary detection
as shown in Figure 2. There are two decoders based on the pointer
networks. For the Right Decoder, we pad a right decoding inactive
at the last position of the hidden states in the Input Encoder. If the
input is not an entity boundary in left-to-right decoding, we train
the right decoder pointer to point to the right decoding inactive, and
vice versa for the Left Decoder.

More specifically, we first pad the hidden states ℎ of the Input
Encoder with two sentinel vectors at the first and last positions as
follows:

ℎ = [0;ℎ; 0], (2)

where ℎ ∈ R(𝑛+2)×𝐷 , 𝑛 is the length of the original sentence, and
𝐷 is the dimension of the hidden states in the Input Encoder. Then,
two LSTMs are employed as the Right Decoder and Left Decoder
to output the decoder hidden states ℎ𝑟 and ℎ𝑙 , respectively. For
the input of the decoders, we concatenate the word embedding of
the current focus word 𝑤𝑖 with global boundary features, which
are obtained via another bidirectional LSTM in order to capture
context-aware representation 𝐻 , and Self-Attention is applied on 𝐻
to incorporate global features. To do this, we use a binary classifier
on 𝐻 to predict whether the current word is a boundary or not as
follows:

𝑑𝑖 = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑊𝐻𝑖 + 𝑏), (3)

where𝑊 and 𝑏 are trainable parameters which can be optimized,
and 𝑑𝑖 is a predicted label (i.e., 0 or 1) for the 𝑖-th word. Intuitively,
the binary classifier enables the hidden states to carry more context-
aware boundary features during the process of network optimiza-
tion, thereby enhancing the accuracy of entity boundary detection
by the pointer networks.

Next, we generate a feature representation for each possible
boundary position 𝑖 at time step 𝑗 . Moreover, to provide chunk
level feature, we follow [27] and add the information on the length
of chunk. We use the attention mechanism and the chunk length
to construct the feature representation for left-to-right decoding as
follows:

𝑢
𝑗
𝑖
= 𝑣1

𝑇 𝑡𝑎𝑛ℎ(𝑊1ℎ𝑖 +𝑈1ℎ𝑟 𝑗 )

+ 𝑣2𝑇 𝐿𝐸 (𝑖 − 𝑗 + 1), for 𝑖 ∈ [ 𝑗, 𝑛 + 2]
(4)

Similarly, the feature representation for right-to-left decoding is
constructed as follows:

𝑢
𝑗
𝑖
= 𝑣3

𝑇 𝑡𝑎𝑛ℎ(𝑊2ℎ𝑖 +𝑈2ℎ𝑙 𝑗 )

+ 𝑣4𝑇 𝐿𝐸 ( 𝑗 − 𝑖 + 1), for 𝑖 ∈ [0, 𝑗]
(5)

Then, the 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 function is used to obtain the probability of
word𝑤𝑖 for determining an entity boundary:

𝑝 (𝑤𝑖 |𝑤 𝑗 ) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑢 𝑗
𝑖
) (6)

where 𝑣1, 𝑣2, 𝑣3, 𝑣4,𝑊1,𝑊2, 𝑈1 and 𝑈2 are learnable parameters,
𝐿𝐸 (·) is a chunk length embedding, 𝑖 ∈ [ 𝑗, 𝑛 + 2] and 𝑖 ∈ [0, 𝑗]
indicate a possible position in left-to-right and right-to-left decod-
ing respectively, and 𝑝 (𝑤𝑖 |𝑤 𝑗 ) denotes the probability of word𝑤𝑖

of entity ending (or starting) boundary given the entity starting
(ending) boundary 𝑤 𝑗 . When 𝑤 𝑗 is not a boundary of any entity,
the pointers are trained to point to the padded sentinel words.
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The Right Decoder processes the input in a left-to-right decoding
manner.When an input word is denoted as a starting boundary in an
entity, the attention probability distribution will be computed. The
index of the ending boundary is always equal to or greater than the
index of the starting boundary in the Right Decoder. The possible
word position for computing the attention probability distribution
may vary with each decoding step. Once an ending boundary is
identified, a candidate entity chunk is determined. Then, the Right
Decoder starts processing the next word after the ending boundary
from the last decoding step. Other words in the entity do not need
to be processed by the Right Decoder. For example, in Figure 2,
“Harper” is the ending boundary of “Michelle Harper”, and the word
“Harper” will not be processed by the Right Decoder. Similarly,
the Left Decoder processes the input in the right-to-left decoding
manner.

We describe the process of Right Decoder with the example
sentence “Michelle Harper lived in New York” as follows:

• The Right Decoder starts with the input word “Michelle”,
which is the starting boundary of the entity “Michelle Harper”.
Thus, Ba-BNN computes an attention probability distribution
over all positions (i.e., from “Michelle” to “York”) in the input
sentence. The word “Harper” with the maximum probability
from the attention probability distribution is identified and
then assigned to “Michelle”. That is, a right decoder pointer
“Michelle−→ Harper” is constructed.
• Then, “lived” is processed as the input word to the Right
Decoder. It needs to compute the probability distribution
from “lived” to “York”. However, it is identified as an non-
entity word from the distribution. Then, the right decoder
pointer points to right decoding inactive.
• Similarly, the right decoder pointer also points to right decod-
ing inactive for the word “in”.
• Next, “New” is processed as the next input word to the Right
Decoder, and the proposed Ba-BNN computes the attention
probability distribution from “New” to “York”. As a result,
“York” is identified as the ending boundary and assigned to
“New”, and a right decoder pointer “New−→ York” is con-
structed.

3.3 Entity Chunk Generation
After Entity Boundary Detection, we obtain two sets of chunks (in
boundary pairs) from Right Decoder and Left Decoder. Next, we
introduce the following three strategies for entity chunk generation,
which are shown in Figure 3:

Naive: It simply chooses the entity chunks that are formed from
the Right Decoder. Intuitively, the Right Decoder is more natural
in language processing, i.e., processing a sentence from left to
right. The Left Decoder can be considered as auxiliary to the Right
Decoder as they share the same encoder and are trained together
as a multitask. This strategy is shown in Figure 3(a).

Selection-aware Generation (SG): It merges all the candidate
entity chunks for chunk generation. However, based on empirical
findings, the performance is not very good. Therefore, we keep the
entity chunks from the Right Decoder and select the entity chunks
from the Left Decoder that have partial chunk overlap with the
Right Decoder. This strategy is shown in Figure 3(b).

Context-aware Generation (CG): In order to capture the con-
textual information, we concatenate the hidden states from ℎ𝑙 to ℎ𝑟
as a new hidden state to generate the entity chunks from the Right
Decoder. This strategy is shown in Figure 3(c).

As shown in Figure 3, we assume that the set of candidate entity
chunks detected by the Right Decoder is {(1, 2), (3, 3), (5, 6)}, and
the set of candidate entity chunks detected by the Left Decoder
is {(1, 1), (4, 4), (5, 6)}. The candidate entity chunks which are in-
dicated in red color inside the oval shape are the final generated
chunks of the corresponding strategy.

3.4 Entity Chunk Classification
After determining the entity chunks, the next step is to classify them
into their corresponding entity types. Figure 4 shows the Entity
Chunk Classification process. We use a Bi-LSTM network to obtain
the representations of entity chunks. Given an entity chunk 𝑐ℎ(𝑖, 𝑗),
where 𝑖 is the starting boundary and 𝑗 is the ending boundary. We
first get the context-aware word representation sequence of each
word in the entity chunk 𝑐ℎ(𝑖, 𝑗) as 𝑇 = ℎ[𝑖 : 𝑗] ∈ R( 𝑗−𝑖+1)×𝐷 ,
where ℎ refers to the hidden states of the Input Encoder discussed
in Section 3.1. Then, the Chunk Encoder learns to map 𝑇 to a fixed-
sized vector. To do this, we pass𝑇 to a Bi-LSTM network to compute
the hidden sequence, and concatenate the first hidden state and last
hidden state as the representation of the entity chunk. Additionally,
we also append the information on the length of chunk. After that,
a multi-layer perception (MLP) is used to obtain the dense vector
representations for the entity chunks. Finally, the 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 function
is adopted to predict the types for the candidate entity chunks.

In order to further improve the prediction performance, we intro-
duce the Boundary Retraining strategy. In general, the entity chunk
classifier can be trained with the ground truth labels following the
ideas of teacher forcing [13]. However, it is ineffective because the
entity chunks generated by Entity Chunk Generation are not all
correctly identified, which may cause error propagation. To resolve
the issue, we assign a new class “O” to assign the incorrect entity
chunks to non-entity chunks. Specifically, we collect the negative
boundary cases produced during the process of entity boundary
detection, and extend the original training data with the collected
cases to train our model.

However, as appending all negative cases to the training data
may cause the imbalance problem, i.e., the negative cases with label
“O” are much larger than the positive cases with entity labels, it will
degrade the recall performance accordingly. As such, we consider
to extend the training data only when the model tends to converge.
Specifically, we use ground truth labels to train the classifier at the
early stage of model training. When the model tends to converge,
i.e., the change in F1(%) on the development dataset is lower than a
given threshold \ , we append negative cases to the training data to
fine-tune the classifier.

3.5 Multitask Training
There are two main processes in our Ba-BNN model: Entity Bound-
ary Detection and Entity Chunk Classification. The loss 𝐿𝑏𝑟 and 𝐿𝑏𝑙
are for detecting entity boundaries from the Right Decoder and Left
Decoder, respectively. The loss 𝐿𝑏𝑎 is for boundary-aware binary
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Figure 3: The Entity Chunk Generation process.
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Figure 4: The Entity Chunk Classification process.

classifier to enhance entity boundary detection with global bound-
ary information. The loss 𝐿𝑐 𝑓 is for predicting the entity chunk
type. In particular, 𝐿𝑏𝑟 and 𝐿𝑏𝑙 are used to optimize entity bound-
ary detection, 𝐿𝑏𝑎 is used to enhance entity boundary detection,
and 𝐿𝑐 𝑓 is used to optimize entity chunk type prediction based on
the boundaries. As boundary detection and chunk type prediction
share the same encoder, we apply a multitask loss for training the
Ba-BNN model as follows:

𝐿𝑚𝑢𝑙𝑡𝑖 = 𝛼 (𝐿𝑏𝑟 + 𝐿𝑏𝑙 + 𝐿𝑏𝑎) + (1 − 𝛼)𝐿𝑐 𝑓 , (7)

where 𝛼 is a hyperparameter that is used to balance the importance
of each process.

4 EXPERIMENTS
In this section, we first discuss the datasets, baseline models and
parameter settings used in the experiments. Then, we present the
experimental results on the three benchmark datasets. Moreover,
an ablation study is also conducted.

Dataset train dev test

CoNLL2003 #sentences 14,987 3,466 3,684
#entities 23,499 5,942 5,648

WNUT2017 #sentences 3,394 1,009 1,287
#entities 3,160 1,250 1,589

JNLPBA #sentences 16,691 1,853 3,855
#entities 46,388 4,902 8,657

Table 2: Statistics of CoNLL2003, WNUT2017, and JNLPBA
datasets.

4.1 Datasets
We evaluate the proposed model on three benchmark datasets in-
cluding CoNLL2003 [22], WNUT2017 [5] and JNLPBA [4].

• CoNLL2003 - It is collected from Reuters news articles. Four
different types of named entities including PER, LOC, ORG
and MISC are defined by the CoNLL 2003 NER shared task.
• WNUT2017 - It is a set of noisy user-generated text includ-
ing YouTube comments, StackExchange posts, Twitter text,
and Reddit comments. Six types of entities including PER,
LOC, Group, Creative_work, Corporation and Product are an-
notated.
• JNLPBA - It is collected from MEDLINE abstracts. Five types
of entities includingDNA, RNA, protein, cell_line and cell_type
are annotated.

Table 2 presents the statistics of these datasets.

4.2 Baseline Models
We evaluate the proposed Ba-BNN model against the following
baseline models:

• BiLSTM-Softmax - This model utilizes BiLSTM to learn the
contextual representation of words, and then a Multi-Layer
Perceptron with Softmax is used as the label decoder layer
to infer decoder tags.
• BiLSTM-CRF [14] - This model uses CRF instead of Multi-
Layer Perceptron with Softmax in BiLSTM-Softmax.
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Figure 5: Experimental results on the development set of
CoNLL2003 using different values of 𝛼 .

• BiLSTM-PN1 - This model uses BiLSTM as the encoder and
another unidirectional LSTM with pointer networks as the
decoder for entity boundary detection [16]. Then, the en-
tity chunks generated by the decoder are classified with a
Softmax classifier.
• HCRA [17] - This model uses sentence-level and document-
level representations to augment the contextualized repre-
sentation.
• ELMo [19] - This model uses a deep bidirectional language
model to learn contextualized word representation on a large
text corpus.
• BERT [6] - This model learns contextualized word represen-
tation based on a bidirectional transformer.
• CS Embeddings [1] - This model uses BiLSTM-CRF with
character-level contextualized representations.
• MRC [17] - This model formulates the NER task as a machine
reading comprehension task.

4.3 Parameter Settings
Our proposed Ba-BNN model is implemented in the PyTorch frame-
work. We use 300-dimensional pre-trained Glove word embed-
dings 2 [18]. The char embeddings and word feature embeddings
are initialized randomly as 50-dimensional and 25-dimensional
vectors, respectively. When training the model, both of the em-
beddings are updated along with other parameters. We use Adam
optimizer [11] for training with a mini-batch. We set the learning
rate to 0.001, dropout rate to 0.5, the hidden layer size to 400, and
the gradient clipping to 5. The 𝛼 of multitask loss is tuned during
the development process. The value of 𝛼 is set to 0.3. We report
the results based on the best performance on the development set.
All of our experiments are conducted on the same machine with
8-cores of Intel(R) Xeon(R) E5-1630 CPU@3.70GHz and two Nvidia
GeForce-GTX GPU.

4.4 Parameter Study
We investigate the impact of the hyperparameter 𝛼 (see Eq. 7) on
the development set of CoNLL2003. To this end, we gradually vary
1In [16], the pointer networks is used for detecting entity boundaries only. We repro-
duce this work and add one Softmax layer for the NER task.
2http://nlp.stanford.edu/projects/glove/

𝛼 from 0.1 to 0.5 with an increment of 0.1 in each step. As shown
in Fig. 5, we find that our model has achieved the best performance
when 𝛼=0.3 by empirical results. Therefore, we set 𝛼=0.3 for all
experiments thereafter.

4.5 Experimental Results
Table 3 shows the experimental results of Ba-BNN and the baseline
models. From Table 3, when comparing with models without using
any language models or external knowledge, we observe that our
model outperforms all the compared models in terms of precision,
recall and F1 scores, and achieves 0.59%, 3.15% and 2.43% improve-
ments on F1 scores for the CoNLL2003, WNUT2017 and JNLPBA
datasets, respectively. Among the compared models, the precision
and recall of the BiLSTM-Softmax model are generally lower than
other models. This is because the Softmax classifier is unable to
tackle the problem of boundary tag sparsity through the simple
Maximum Entropy [10]. Moreover, as it only uses a single decoding
process, it is unable to make use of the global decoding information.
In addition, we also observe that BiLSTM-CRF performs slightly
better than BiLSTM-PN since the use of pointer networks suffers
from the boundary error propagation problem during boundary
detection and entity type classification. HCRA is the current state-
of-the-art model for the NER task by fusing sentence-level and
document-level representations for global contextualized represen-
tation. Although the contextualized representation helps reduce
the problem on lacking of global information to some extent, it still
suffers from the problem on boundary tag sparsity since the model
is built basd on the BiLSTM-CRF architecture. Our Ba-BNN model
achieves the best performance as it is capable of tackling the com-
mon NER problems as discussed in Section 1. Also, we observe that
“Ba-BNN-CG” achieves the best performance when compared with
“Ba-BNN-Naive” (with 0.46% improvements in F1) and “Ba-BNN-SG”
(with 0.02% improvements in F1). It is because the bidirectional de-
coder in “Ba-BNN-CG” has fully utilized the contextual information
to generate more accurate entity boundaries.

When pre-trained language models such as ELMo and BERT are
incorporated, all the models have achieved better performance re-
sults. In particular, we observe that our Ba-BNNmodel has achieved
1.17%, 3.43% and 2.9% improvements on the F1 scores for the CoNLL-
2003, WNUT2017 and JNLPBA datasets, respectively when com-
pared with the other models. Similarly, “Ba-BNN-CG+BERT” also
performs better than the other two strategies (i.e., Naive and SG)
with the pre-trained language model. Overall, our proposed model
has achieved the best performance results when compared with
other models. It is consistent with the performance results discussed
earlier on comparison with models without using any pre-trained
language models in this section.

4.6 Ablation Study
To show the importance of each component of our proposed model,
we conduct an ablation experiment including bidirectional decoder,
boundary-aware binary classifier and boundary retraining strategy.
We choose the model Ba-BNN-CG+BERT as an example to show
the ablation study and the results are reported in Table 4. As shown
in Table 4, all these components contribute significantly to the
effectiveness of our model.

http://nlp.stanford.edu/projects/glove/
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Model CoNLL2003 WNUT2017 JNLPBA
P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

BiLSTM-Softmax 88.53 90.21 89.36 48.99 26.07 34.03 72.20 67.74 69.90
BiLSTM-CRF 90.88 90.62 90.75 50.86 35.50 41.81 73.08 71.56 72.31
BiLSTM-PN 90.34 90.31 90.32 54.23 30.43 38.98 67.72 74.90 71.13
HCRA - - 91.96 - - - - - -
Ba-BNN-Naive (ours) 92.60 91.59 92.09 57.44 34.43 43.05 71.02 75.28 73.09
Ba-BNN-SG (ours) 92.84 92.23 92.53 56.02 36.89 44.49 70.56 77.79 74.00
Ba-BNN-CG (ours) 93.11 91.99 92.55 57.99 36.71 44.96 72.77 76.82 74.74
+ Language Models / External knowledge
ELMo - - 92.22 - - 45.33 71.18 77.68 74.29
BERT - - 92.80 - - 46.1 70.73 80.36 75.24
CS Embeddings 92.37 93.12 92.74 - - - 71.18 77.68 74.29
MRC 92.33 94.61 93.04 - - - - - -
BiLSTM-PN+BERT 92.02 92.45 92.23 56.82 36.87 44.72 68.56 77.32 72.68
HCRA+BERT - - 93.37 - - - - - -
Ba-BNN-Naive+BERT (ours) 93.88 94.01 93.94 59.98 39.51 47.64 75.05 79.47 77.20
Ba-BNN-SG+BERT (ours) 94.09 94.72 94.40 59.17 42.46 49.44 74.55 81.97 78.08
Ba-BNN-CG+BERT (ours) 94.37 94.72 94.54 60.24 42.06 49.53 75.27 81.23 78.14

Table 3: Experimental results on three benchmark datasets.

CoNLL2003 WNUT2017 JNLPBA
P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

Ba-BNN-CG+BERT 94.37 94.72 94.54 60.24 42.06 49.53 75.27 81.23 78.14
w/o BERT 93.11 91.99 92.55 57.99 36.71 44.96 72.77 76.82 74.74
w/o Bi-decoder 93.87 94.33 94.10 59.19 41.16 48.56 73.29 80.33 76.65
w/o Binary classifier 92.12 92.75 92.43 57.31 38.32 45.93 69.72 78.47 73.84
w/o Boundary retraining 94.42 93.89 94.15 60.32 40.37 48.37 75.49 80.14 77.75

Table 4: Experimental results of the ablation study of the Ba-BNN model.

We analyze the results based on CoNLL2003, which will have the
similar trend as for other datasets. Overall, the pre-trained word em-
bedding (i.e., BERT), bidirectional decoder, boundary-aware binary
classifier and boundary retraining strategy can help improve the
effectiveness of the proposed model by approximately 2.0%, 0.4%,
2.1% and 0.4% respectively in terms of F1 score. The discussion on
the effectiveness of each component is given as follows:

• The pre-trained BERT embeddings can provide better word
representations and improve boundary detection than ran-
dom initialization in model training. As such, boundaries
can be detected more accurately for extracting entities.
• The bidirectional decoder improves the precision and recall
by 0.5% and 0.4% respectively. It has shown the capability of
the bidirectional decoder in capturing global information.
• The boundary-aware binary classifier has improved the pre-
cision by 2.3% and recall by 2.0%. This is because the binary
classifier can help model training in two aspects. Firstly, it
can capture the global information as the input to decoders.
Secondly, the boundary-aware global information can fur-
ther alleviate the error propagation problem in decoding.
• The boundary retraining strategy has helped the recall to
improve by around 0.8% and the precision stays quite stable.

This shows that our boundary retraining strategy can help
alleviate the problem of boundary error propagation.

Overall, the different components of the proposed model can
work effectively with each other with multitask training and enable
the model achieve the state-of-the-art performance for the NER
task.

4.7 Performance Comparison with Pointer
Networks

As our Ba-BNN model is constructed on top of the pointer net-
works [24] (PN) architecture, we compare the performance of our
proposed model with pointer networks which is shown in Figure 6.
The experiment is conducted based on the CoNLL2003 test dataset.
We group the data according to the number of entities from 1 to
>5 in a sentence in the dataset and report the F1 score for each
group. We observe that the proposed Ba-BNN model consistently
outperforms the pointer networks-based model in each group. The
difference gets bigger when the number of entities in a sentence
becomes larger. This is due to the error propagation problem in PN
that could accumulate when more entities exist in a sentence. In
contrast, our boundary-aware bidirectional decoding mechanism
can help tackle this problem effectively.
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Figure 6: Performance comparison between Ba-BNN and
pointer networks mechanism.

5 CONCLUSION
In this paper, we have investigated the problem of the NER task and
proposed a novel Boundary-aware Bidirectional Neural Networks
(Ba-BNN) which integrates a suite of techniques to help alleviate the
threemajor problems that occurred in the current neural-based NER
approaches. We have conducted extensive experiments on three
NER benchmark datasets. The experimental results have shown
that among the state-of-the-art methods, our proposed Ba-BNN
model has achieved the best performance. In the future, we will
explore more architectures for the NER task, e.g., reinforcement
learning [25], to further improve the performance.
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